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ABSTRACT
Gaussian beam depth migration overcomes the single-wavefront limitation of most
implementations of Kirchhoff migration and provides a cost-effective alternative to
full-wavefield imaging methods such as reverse-time migration. Common-offset beam
migration was originally derived to exploit symmetries available in marine towed-
streamer acquisition. However, sparse acquisition geometries, such as cross-spread
and ocean bottom, do not easily accommodate requirements for common-offset,
common-azimuth (or common-offset-vector) migration. Seismic data interpolation
or regularization can be used to mitigate this problem by forming well-populated
common-offset-vector volumes. This procedure is computationally intensive and can,
in the case of converted-wave imaging with sparse receivers, compromise the final im-
age resolution. As an alternative, we introduce a common-shot (or common-receiver)
beam migration implementation, which allows migration of datasets rich in azimuth,
without any regularization pre-processing required. Using analytic, synthetic, and
field data examples, we demonstrate that converted-wave imaging of ocean-bottom-
node data benefits from this formulation, particularly in the shallow subsurface where
regularization for common-offset-vector migration is both necessary and difficult.
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INTRODUCTIO N

The Earth is an elastic medium and seismic energy propagates
inside the Earth in the form of elastic waves. Most seismic
acquisition and processing methods assume that seismic wave-
fields consist entirely of compressional (P) waves or, effec-
tively, that the Earth is an acoustic medium. This assumption
has been proven useful, especially in the imaging of structural
targets. For purposes of lithology discrimination, however,
and sometimes even for structural purposes, the limitations
of P-wave seismic data processing are well known (Stewart
et al. 2003). For example, lithology discrimination in
unconventional reservoirs such as shales is typically more
accurate when conventional P-wave processing is combined
with converted-wave (C- or PS-wave) processing, which
uses recorded shear (S-wave) energy generated from P-wave
sources. Also, seismic images of geologic structures beneath

∗E-mail: lorenzo.casasanta@cgg.com

gas clouds using PS-wave data are often better than images
obtained from P-wave data.

Elastic migration uses an elastic wave equation to down-
ward continue and image elastic waves inside the Earth. PS
imaging is a specialization of elastic imaging using P- and S-
wave equations to downward continue wavefields from source
and receiver locations, respectively. In both downward con-
tinuation and imaging steps, PS migration normally assumes
that conversion from P- to S-wave occurs only at reflector lo-
cations (Stewart et al. 2002) and that S-waves are vertically
polarized. These assumptions allow complete decoupling of P-
and S-wavefields, a considerable gain in algorithmic simplic-
ity and computational efficiency. These gains come with some
costs. One is the effect of mishandling many possible reflec-
tion events for which conversion from P- to S-wave (or vice
versa) has occurred during transmission. A second comes from
the incomplete separation of recorded wavefields from verti-
cal and horizontal particle motion into P- and S-components.
Each of these can contribute a significant amount of noise to
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the migrated image, and their net effect can degrade image
quality to a level well below that of the conventional P-wave
image. In spite of this, the use of PS processing, and imaging
in particular, is increasing.

Most PS imaging is performed using Kirchhoff migration
(Kuo and Dai 1984; Hokstad 2000) in time or depth, gen-
eralized Radon transform (GRT) migration (Burridge et al.
1998; Ursin 2004; Koren and Ravve 2011; Ravve and Koren
2011), or reverse-time migration (RTM; Sun and McMechan
2001). Kirchhoff migration remains the workhorse, mostly
for reasons of flexibility and computational efficiency. These
approaches are based on elastic theory, but they are usually
specialized to PS imaging of decoupled downgoing P- and up-
going S-wavefields.

For PS depth migration, both standard Kirchhoff migra-
tion and RTM have significant problems. Standard Kirchhoff
migration, in which rays are traced from source and receiver
locations, works well for anisotropic P-wave imaging in ar-
eas of moderate structural complexity with moderate lateal
P-wave velocity variations. For PS migration, the presence of
anisotropy affects S-wave travel times more than it affects
P-wave travel times: (i) even homogeneous media can pro-
duce S-wave triplications (but not P-wave triplications), with
associated multivalued travel times, in the presence of strong
anisotropy; (ii) a percentage velocity change due to a given
anisotropy value will produce greater travel-time changes
from low S-wave velocities than from high P-wave velocities.
Further, interpolating S-wave travel times from a cone of ray
paths on to a single-valued table on the migration grid causes
greater travel-time discontinuities than for P-wave migration,
leading to a high level of PS migration noise. We emphasize
that the noisy character of standard Kirchhoff-migrated im-
ages (both P- and PS-wave) is due more to the discontinuities
in single-valued travel-time tables than to inaccuracies in ray
tracing, which nevertheless limit the accuracy of images pro-
duced by nonstandard Kirchhoff and beam migrations.

For RTM, there are two significant problems, namely, the
first computational and the second algorithmic. The compu-
tational problem is caused by the range of velocities present
in P-wave and S-wave velocity models. The computational
grid spacing for RTM requires a certain number of points
per wavelength, and extremely low velocities in the S-wave
velocity model (on the order of 100 m/s at water bottom in
some areas) imposes a very fine computational grid in all spa-
tial dimensions. (Kirchhoff migration has the same problem in
principle, but workarounds based on migration anti-aliasing
loosen the grid spacing requirements.) The algorithmic prob-
lem is caused by S-wave anisotropy. Anisotropic PS RTM

uses an “acoustic” (i.e., single-mode) approximation (e.g.,
Alkhalifah 2000) to propagate P-waves and S-waves sepa-
rately in transversely isotropic media. This equation can be
adapted to media where the symmetry axis of anisotropy is not
vertical (tilted transverse isotropy or TTI) (Fowler, Du, and
Fletcher 2010; Zhang, Zhang, and Zhang 2009) and to lower
symmetry order such as orthorhombic anisotropy (Fowler and
King 2011; Zhang and Zhang 2011), but for S-wave propa-
gation, Finite difference implementations are conveniently ap-
plied only to weakly anisotropic media (Thomsen 1986) with
limited accuracy in areas of strong anisotropy.

Another problem for both Kirchhoff migration and RTM
is the handling of polarity of data recorded by horizontally po-
larized geophones. In processing, this manifests itself most ob-
viously as a polarity reversal at small source–receiver offsets,
which is usually compensated by applying a radial/transverse
projection of the unmigrated horizontally polarized data and
retaining the radial component. In 2D, this corresponds to
polarity reversal in the unmigrated data for either positive or
negative offsets. Often, the actual polarity reversal (more cor-
rectly, transition from positive to negative polarity) occurs at
a nonzero offset (Rosales and Rickett 2001), and the applied p
sign reversal causes an incorrect polarity for a range of traces,
leading to cancellation errors in the migration operator. To
overcome this problem, polarity, which is due to the direc-
tion of recorded particle motion in the upgoing S-wavefield,
should be tracked into the subsurface using knowledge of P-
and S-wave polarizations; this is difficult for both standard
Kirchhoff migration and RTM.

In this paper we propose PS beam migration as an al-
ternative to Kirchhoff, GRT, and RTMs. Gaussian beam mi-
gration (GBM) (Hill 2001; Gray 2005) and GRT migration
can be applied to PS imaging with at least partial solutions
to problems aforementioned. For both beam and GRT migra-
tions: (i) the ability to handle multiple arrivals overcomes the
most significant problem of standard Kirchhoff migration (al-
though wavefield inaccuracy caused by ray tracing remains);
(ii) the fine grid spacing requirements of RTM can be relaxed
as for Kirchhoff migration; (iii) treatment of strong S-wave
anisotropy can be handled as in Kirchhoff migration ray trac-
ing; and (iv) S-wavefield polarization can be tracked into the
subsurface to a good approximation. Our choice of beam
migration is based on its use of local slant stacks of the unmi-
grated records, related to wavefield directions at the source or
recording surface; these provide an efficiency advantage over
GRT migration.

In addition to problems already mentioned, PS-wave data
acquired on the seafloor present challenges to all migration
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methods. At shallow depths, even for horizontal reflectors, re-
flection points do not lie below source–receiver midpoints, and
narrow S-wave illumination cones prevent complete imaging.
Sparsely sampled sources or receivers cause migration opera-
tor aliasing problems that need careful attention. Sparse sam-
pling also complicates the decision, for ray-based migrations,
to use common-shot, common-receiver, or common-offset-
vector (COV) data volumes for optimal near-surface imaging.
COV volumes, in particular, pose a number of problems for
PS beam migration of seafloor data.

One of our goals is to describe practical solutions to all
these issues provided by beam migration and to illustrate these
solutions on synthetic and field PS-wave data. The second
goal is to describe, in particular, how GBM handles patholog-
ical multipathing that can occur in PS-wave propagation. To
accomplish these goals, we develop PS beam migration algo-
rithms that can be applied to data volumes with sparsely sam-
pled sources or receivers, i.e., seafloor recording with widely
spaced node receivers (ocean-bottom node (OBN)) or widely
spaced cables (ocean-bottom cable (OBC)) and relatively fine
source spacing. We present two versions of PS beam migra-
tion of seafloor data: migration of COV volumes (Cary 1999)
and migration of common-receiver volumes. In both versions
we discuss theoretical and practical challenges, which arise
mostly from poor data sampling. We next describe S-wave
modeling in anisotropic media and point out associated dif-
ficulties for finite-difference wavefield extrapolators used in
RTM. We then use analytic examples to illustrate the relative
performance of alternative formulations of common-receiver
PS GBM in the presence of strong multipathing. Finally, we
use synthetic and real examples to illustrate (i) the advan-
tages of PS beam migration over Kirchhoff migration and (ii)
the relative performance of COV and common-receiver beam
migrations, especially for near-surface imaging from sparse
receiver locations.

COMMON-OFFSET-VECTOR AND
COMMON-RECEIVER PS BEAM
MIGRATIONS

Common-offset-vector migration and associated data
preparation issues

COV migration is the 3D generalization of 2D common-
offset migration in which the unmigrated volumes contain
traces which, in principle, all share the same (nominal) source–
receiver lateral offset vector. COV migration has the advan-
tage of producing migrated common image gathers (CIGs),

indexed by the nominal offset vector of each COV volume,
with no additional effort over migrating a set of COVs. For P-
wave migration, these CIGs are useful for tomography. COV
migration also has a disadvantage when receiver spacing is
large. Then, the tiles making up the COV volumes (called
offset-vector tiles or OVTs) become large (Li 2008), with a
wide range of offsets and azimuths, but they are sparsely pop-
ulated with traces. When this happens, seismic data interpo-
lation and regularization can be used to form well-populated
(i.e., single-fold) COV volumes, but (i) this procedure is least
effective exactly where it is most needed, at shallow depths,
and (ii) the variety of offsets and azimuths complicates eval-
uation of the slant stacks used in beam imaging. As a result,
COV migrated stacks can be inaccurate, especially at shallow
depths.

COV PS beam migration (Casasanta and Grion 2012)
is, in principle, a straightforward extension of Hill’s (2001)
COV P-wave GBM. In practice, the presence of two different
velocity fields (P and S) causes many implementation modifi-
cations. All traces in a COV volume are assumed to have the
same lateral offset vector (i.e., offset and azimuth) between the
source and the receiver, although elevations may be different
with, for example, the source at or near the sea surface and
the receiver at the seafloor. Gaussian beams provide Green’s
functions for P-wave propagation from source locations and
S-wave propagation from receiver locations to image points.
Adapting Hill’s (2001) formula for migration of a single COV,
with half-offset vector h, to PS migration yields an expression
for image Ih(x) at subsurface location x:

Ih(x) ≈ −C0

∑
L

∫
dω

×
∫ ∫

dpm
x dpm

y U PS
h (x, ps, pr ; L, ω)Dh(pm; L, ω). (1)

In this expression, seismic data Dh are local slant-stacked
radial traces with horizontal direction vectors pm = ps + pr at
beam centre positions L and temporal frequency ω, and coeffi-
cient C0 is a constant related to the geometry of the lattice for
beam centres L. Operator U PS

h describes PS depth mapping of
a single directional component pm of data Dh:

U PS
h (x, ps, pr ; L, ω) = − iω

2π

∫ ∫
dph

xdph
y

ps
z

A∗
PS(x, ps, pr ; L)

× exp [−iωT∗
PS(x, ps, pr ; L)] , (2)

where APS(x, ps, pr ; L) = AP (x, ps ; s)AS(x, pr ; r) and TPS(x,

ps, pr ; L) = TP (x, ps ; s) + TS(x, pr ; r) are the product and
the sum of P-wave source-side (s = L − h) and S-wave
receiver-side (r = L + h) Gaussian beam amplitudes and
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complex travel times. Asterisk ∗ denotes complex conjugate.
These quantities are computed by Gaussian beam ray trac-
ing (Hill 2001) modified for P- and S-wave anisotropy (Zhu,
Gray, and Wang 2007). Hill (2001) has given prescrip-
tions for forming slant stacks Dh and specifying beam centre
locations L.

There is some latitude in the choice of directional spac-
ings for beam migration. These spacings determine initial ray
directions from source and receiver locations, and they also
determine slant-stack directions for constructing data Dh. Fol-
lowing Hill (2001), we keep spacings �px and �py constant
and equal; hence, they are identical for source and receiver
sides. The direction vectors psand pr have initial magnitudes
sin θ/V where θ is the ray incidence angle at a source location
or the ray emergence angle at a receiver location, and V = VP0

(P-wave velocity) at a source location and V = VS0(S-wave ve-
locity) at a receiver location. Because VP0 and VS0 are usually
very different from each other, the actual angular spacings
we use from source and receiver sides are different from each
other.

COV beam migration was originally developed for
narrow-azimuth marine streamer P-wave surveys, and it can
also be applied to adequately sampled wide-azimuth surveys.
Streamer surveys, especially narrow-azimuth, normally have
relatively fine spacing of sources and receivers, both inline (in
the streamer direction) and crossline. Marine PS migration
uses data from sensors placed on the seafloor, with relatively
fine spacing of sources near the sea surface. Receiver spacing
is usually much coarser than source spacing in at least one
direction, for both OBC acquisition and OBN acquisition. In
the former, receiver spacing along cables is relatively fine (typ-
ically tens of meters), and cable spacing can be fine or coarse.
In the latter, receiver spacing along nodes is coarse, usually
hundreds of meters. Coarse spatial sampling for both OBC
(with large cable spacing) and OBN surveys presents severe
imaging challenges to COV beam migration; we describe these
next.

Calvert et al. (2008) describe the process of populating
OVTs (Vermeer 2012) for land pre-stack migration. Each
COV volume is built from a set of non-overlapping OVTs,
with each OVT containing a single trace at each common-
midpoint (CMP) location, i.e., single-fold. For orthogonal ac-
quisition (source lines perpendicular to receiver lines), OVTs
are rectangular, and their size is determined by source and
receiver line spacings. If line spacings are large, then OVTs
are large, with a large range of actual offset vectors within
each OVT, resulting in significant deviation from the central
offset and azimuth of the COV. This violates a requirement

of COV beam migration that all traces in a COV volume have
identical source–receiver offset vectors, and it leads to the
need to regularize most, if not all, traces in each volume by
differential normal-moveout (NMO) correction or some more
advanced process. For OBC acquisition with fine inline and
crossline source spacings, the source-line spacing makes OVTs
smaller in one direction than for standard land orthogonal
geometries. For OBN acquisition (Vermeer 2012), OVTs are
again smaller in one direction, but large “inline” node sepa-
ration causes the OVTs to be underpopulated. This, in turn,
leads to the need to populate OVTs by some interpolation
technique (e.g., Trad 2009), in addition to the need to regu-
larize most of the originally acquired traces. Depending on the
relative sizes of node spacing and CMP spacing, the amount
of data created by interpolation can be enormous, with the
number of interpolated traces outnumbering the number of
acquired traces by an order of magnitude or more.

For data acquired with sources near the sea surface
and receivers at the seafloor, there is an additional prob-
lem, namely, the difficulty of interpolating such data (Vermeer
2012). A regularization normally applied to the problem of
seismic data interpolation of sparse data is the application of
NMO to the acquired traces, which assumes that reflections
occur at source–receiver midpoints. This assumption is vio-
lated for seafloor acquisition when sources are near the sea
surface, and it is further egregiously violated for converted
waves, where different P- and S-wave velocities cause reflec-
tions to occur away from midpoints, especially at shallow
depths below the seafloor. Also, it is difficult to train PS inter-
polation to be sensitive to polarity without considering the si-
multaneous interpolation of all recorded components (radial,
transverse, and vertical), a problem that potentially exceeds PS
imaging in scope. Finally, extensive experimentation with in-
terpolation techniques applied to sparse data has shown that,
even for P-wave data, interpolation is least effective at shallow
depths (near the seafloor, where it is most needed), where the
methods benefit least from high fold.

Despite these difficulties, we developed and tested COV
PS beam migration, and we show its superiority to Kirchhoff
migration in the real data example.

Common-receiver migration

Alternatives to COV migration are common-shot and
common-receiver migrations. Of the two, common-receiver
migration is more attractive for seafloor data because (i)
there are typically fewer receivers than shots and (ii) shot
spacing is typically smaller than receiver spacing so that
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common-receiver records are better-sampled wavefields than
common-shot records and are less prone to aliasing before
and during migration.

Common-receiver PS beam migration is, in principle, a
straightforward extension of Gray’s (2005) common-shot P-
wave GBM, with fewer practical complications than for COV
migration. Analogous to equation (1), the common-receiver
GBM expression for image Ir (x) at subsurface location x,
from a record with receiver location r, can be written as

Ir(x) ≈ −C0

∑
L

∫
dω

×
∫ ∫

dps
xdps

yU
PS
r (x, ps, pr ; L, ω)Dr(p

s ; L, ω); (3)

UPS
r (x, ps, pr ; L, ω) = − iω

2π

∫ ∫
dpr

xdpr
y A∗

PS(x, ps, pr ; L)

× exp [−iωT∗
PS(x, ps, pr ; L)] . (4)

Here, seismic data Dr are local slant-stacked traces with
direction vectors ps at beam centre positions L. The major
differences between equations (1)–(2) and (3)–(4) are: (i) the
slant stack is performed on COV data in equation (1) and
on common-receiver data in equation (3); and (ii) integration
variables are pm and ph in equations (1) and (2) and ps and
pr in equations (3) and (4). An alternative formulation (Gray
2005) retains the first of these differences while eliminating
the second. We describe the relative merits of these two ver-
sions later in our discussion of S-wave multipathing. When
source spacing is fine, there is no need for the interpolation
and regularization processes used to condition the data for
COV slant stacking. However, coarse receiver spacing, es-
pecially for OBN data, will limit the ability of any migration
method to image at shallow depths. At all depths, spatial sam-
pling of sources and receivers presents a trade-off in resolution
and accuracy between COV migration and common-receiver
migration.

Spatial sampling and migration aliasing

Both COV migration and common-receiver migration are
two-step processes: the first step is forming the slant stacks,
and the second step is mapping the slant-stacked data in
the subsurface. In both steps, care must be taken to avoid
operator aliasing (Beasley and Mobley 1988), which is a
function of the spatial sampling and maximum frequency of
the data, and velocity at source or receiver locations (Vermeer
1990). For COV migration, the spatial sample rate is the CMP

spacing, and slant stacking and mapping are both performed
in the pm = ps + pr domain; operator anti-aliasing require-
ments (using the CMP spacing) are the same for both slant
stacking and mapping. For common-receiver migration, the
spatial sample rate is the source spacing, and slant stacking is
performed in the ps domain, whereas mapping is performed in
the pr domain; therefore operator anti-aliasing requirements
are different for slant stacking and mapping. Gray (2013)
analysed operator anti-aliasing in general for pre-stack migra-
tion and concluded that a sufficient condition for complete
anti-aliasing in common-receiver migration is to apply the
more conservative of common-shot and common-receiver
conditions, i.e., based on the larger of source and receiver
spacings. This requires, in addition to anti-aliasing the slant
stacking (using the source spacing), anti-aliasing the mapping
(using the receiver spacing). With large receiver spacings
typical of seafloor recording, applying such conservative
anti-aliasing to the mapping will overly restrict the maximum
frequencies used, resulting in a dramatic loss of resolution
in the image (Gray 2013). For common-receiver migration,
we typically apply some percentage, considerably less than
100%, of the theoretically complete anti-aliasing while
mapping. This allows a certain amount of aliasing noise into
a migrated image, but it retains good image resolution. In
fact, as the OBN examples show, the shallow image from
common-receiver migration can be more accurate than the
corresponding image from COV migration, which suffers
from smearing due to data interpolation.

Polarity correction while imaging

PS migration is normally performed on the horizontal com-
ponent of data from receivers that detect particle motion,
including direction. P-wave energy that reflects in the sub-
surface and converts to S-wave energy undergoes changes in
particle motion direction. At a reflecting interface and in the
plane of reflection, these changes are described by Sun and
McMechan (2001, Appendix A). Typically, the polarity of
recorded P–S data from an interface will change as a func-
tion of incidence angle, i.e., as incident P-wave polarization
direction passes through normal incidence on the reflector.
The polarity reversal results from action that takes place at
the reflector: first, the P-wave polarization vector (direction
of particle motion) is projected on to the reflecting plane, and
then the motion along the reflector is projected on to the S-
wave polarization vector. The projections involve, first, sine
of the P-wave incidence angle at the reflector and, second,
cosine of the S-wave reflection angle. (A third factor con-
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tributes to the final recorded amplitude. This is the receiver
directivity, cosine of the S-wave emergence angle, which
projects particle motion on to the horizontal receiver com-
ponent.) The product of these factors accounts for both the
observed polarity reversal and an amplitude factor. To cor-
rect for this effect, the inverse of the projection process should
be applied before or (preferably) during imaging. In pre-
migration processing the correction is approximated by a ra-
dial/transverse projection of the two horizontal components
of the recorded data, retaining the radial component. In 2D,
this correction reduces to a polarity reversal of the data at neg-
ative offsets. Although this correction is often adequate (and is
used in our examples), it ignores polarity reversals that occur
at nonzero offsets and can be improved in PS beam migration.
The P- and S-wave polarization vectors, or good approxima-
tions, are available during Gaussian beam ray tracing and
imaging. These can be used first to compute incidence and
reflection angles at each image location, as well as reflector
dip and azimuth, and next to apply the amplitude correction,
including the sign change as incidence angle passes through
zero. The correction, which reciprocates the product of sine
and cosine, becomes singular at zero incidence angle, and so
it must be tapered to zero near normal incidence. The error
of applying the taper is negligible because the P–S reflection
coefficient is equal to zero at normal incidence at the reflector
and is very small near normal incidence, contributing little
energy to the migrated image.

S -WAVE MODELI N G A N D MI GR A T I ON
FOR WEAK AND STRONG ANISOTROPY

Ray tracing in inhomogeneous anisotropic media is the
essential building block for seismic modeling and imag-
ing with Gaussian beams. Traditionally, ray tracing in
anisotropic media has been formulated in terms of the 21
elastic parameters (Červený 2001), making it applicable to
the most general lower anisotropy symmetry. However, the
elastic-parameter-based formulation of the eikonal equation
is not compatible with the bulk of seismic processing, which
usually uses Thomsen’s (1986) parameters to describe both P-
and S-wave anisotropy. In addition, the full elastic version of
the eikonal equation is cumbersome for ray tracing, requiring
evaluation of complicated right-hand-side functions and
solution of an eigenvalue problem at each ray step.

Zhu et al. (2007) overcome these difficulties for P-wave
ray tracing by basing the eikonal equation on phase velocity,
for which there exist simple analytical expressions involving
Thomsen parameters for transverse isotropic (TI) and
orthorhombic media. We follow this approach to obtain the

governing ray equations for SV-waves in inhomogeneous TI
media. Kinematic ray tracing is formulated as a system of
ordinary differential equations, which are the first derivatives
of the Hamiltonian (Pšenčı́k and Farra 2005)

H(x, p) = ‖p‖2v2(x, n) − 1 = G(x, p) − 1 = 0, (5)

with respect to position x and slowness vector p. Function
G(x, p) = ‖p‖2v(x, n)2 is the phase velocity eikonal that, in
a heterogeneous anisotropic medium, depends on medium
properties at x and on the wave unit vector n = p‖p‖−1. Dy-
namic ray tracing equations are obtained by second deriva-
tives of equation (5) with respect to x and p (equations 10
and 12 of Zhu (2010)), producing complex-valued Gaussian
beam travel times and amplitudes. We use the same initial
conditions for these as Hill (2001, Appendix A).

In a TI medium, the phase velocity varies with angle θ be-
tween slowness vector and symmetry axis c (Thomsen 1986).
The phase velocity function is the same in all planes con-
taining the symmetry axis, whereas in the orthogonal plane,
it is isotropic. Moreover, symmetry axis c can be arbitrarily
oriented according to different geological properties of the
subsurface. In a TI medium, P- and SV-waves are coupled and
so are their phase velocity and eikonal functions. The latter
are given by

2G±(x, p) = V2
P0{2(1 − f )pTp+ f pTp + 2ε(pTp − (pTc)2)

±
√

( f pTp + 2ε[pTp−(pTc)2])2 − 8 f (ε − δ)(pTc)2(pTp−(pTc)2)},

(6)

where ε and δ are Thomsen parameters, f = 1 − V2
S0

V2
P0

depends

on P- and S- wave velocities along the symmetry axis c,
and cos2 θ = (pTc)2

pTp
, given angle θ between phase vector n and

the direction of the symmetry axis. The sign of the square
root specifies the P- (+) or the S- (-) wave phase velocities,
respectively (Tsvankin 2006).

In the limit of weak anisotropy, equation (6) decouples
into two separate expressions for the P- and SV-wave
eikonals:

GP (x, p) = V2
P0

(
pTp + 2δ

(
pTc

)2
(
pTp − (

pTc
)2

)

+ 2ε
(
pTp − (

pTc
)2

)2
)

, (7a)

GSV(x, p) = V2
S0

(
pTp + 2σ

(
pTc

)2
(
pTp − (

pTc
)2

) )
, (7b)

where σ = V2
P0

V2
S0

(ε − δ). We observe that equation (7b) has the

same form as equation (7a) (Tsvankin 2006) if we apply the
substitution VP0 ← VS0, δ ← σ and set ε = 0. This approach
provides a computational advantage, allowing the use of any
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Figure 1 PS GBM zero-offset impulse response comparison in a homogeneous VTI model: VP0 = 4336 ms−1, VS0 = 1800 ms−1, δ =
0.01, and ε = 0.247 . An 8-Hz Ricker wavelet at time 4500 ms is the input for the migration. (a) Obtained using the weak anisotropy
P- and S-wave equations (7a and b). (b) Obtained using the exact formulation for the P- and S-wave equations (6). The weak anisotropy
approximation fails to accurately produce the wave surface. “Position” refers to the signed distance from the midpoint location.

existing P-wave modeling code to compute S-wave kinemat-
ics in weak anisotropy. Two different velocity models can
then be used to compute PS travel times in beam migra-
tion: a P-wave (VP0, δ,ε, cx, cy) model for source-side P-wave
rays and an S-wave (VS0, σ ,0, cx, cy) model for receiver-side
S-wave rays, where cx and cy are inline and crossline sym-
metry axis cosines. This approximation, however, breaks
down where TI anisotropy is strong and can compromise
the quality of the final image, especially in the presence of
S-wave triplications (Fig. 1) and steep structures with lateral
velocity variation (shown later in Figs. 7 and 8). In these sit-
uations, the exact or strong anisotropy S-wave ray tracing
formulation based on equation (6) is preferred, and we use it
for the PS imaging examples, which follow unless otherwise
specified.

For modeling and migration using strong TTI, both stan-
dard Kirchhoff migration and RTM have significant problems
with P- and/or S-waves. For Kirchhoff migration, the pres-
ence of anisotropy affects S-wave travel times more than it af-
fects P-wave travel times. Unlike P-wavefronts, triplications in
S-wavefronts are physically plausible in homogeneous media
or in the presence of moderate lateral velocity variations. In-
terpolating triplicated S-wave travel times from a cone of ray
paths on to a single-valued table on the migration grid can
cause greater travel-time discontinuities than for P-wave mi-
gration, leading to a high level of PS Kirchhoff migration
noise. For RTM, many industry applications propagate P-

wavefields using a finite-difference solution of an “acoustic”
wave equation with VS0 set to zero along the symmetry axis
(e.g., Alkhalifah 2000; Fowler et al. 2010; Zhang, Zhang,
and Zhang 2011). These wavefield extrapolators cannot de-
couple P-wavefronts from diamond-shaped S-wave artefacts
(Grechka, Zhang, and Rector 2004), which have nonzero
phase and group velocity in acoustic TI media. Stable prop-
agation of an acoustic TI P-wave requires ε > δ in order to
keep the medium stiffness matrix positive definite, as required
by the medium energy constraint. Moreover, it is necessary to
suppress unwanted S-wave arrivals before applying the imag-
ing condition (Zhang et al. 2009; Khalil et al. 2013) to reduce
crosstalk noise in the final image. For S-wave propagation
in RTM, the acoustic P-wave formulation can be adapted to
weak anisotropy as previously described, but there is no such
adaptation for strong anisotropy. In addition, if P-wave ve-
locity VP0 is set to zero along the symmetry axis, numerical
stability requires δ > ε (the opposite of the TI P-wave stability
condition). It can be shown that a nonzero VP0 can improve
the stability of the S-wave “acoustic” wave equation, but this
results in a P-wave-type noise that needs to be suppressed
before the imaging condition is applied.

Until the problems with anisotropic S-wave wave prop-
agation in RTM are resolved, the S-wave modeling formu-
lation based on Gaussian beam ray tracing provides a more
suitable framework than either Kirchhoff or finite-difference
RTM methods for producing reliable PS subsurface images.
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M U L T I P A T H I N G I L L U S T R A T E D : A
CANONICAL A N A LY T I C A L EXA MPLE

Hill (2001) illustrates the ability of isotropic COV P-wave
GBM to handle multipathing in a canonical situation. Here
we similarly illustrate the ability of common-receiver PS and
SS GBM to handle more severe multipathing due to SV-wave
anisotropy.

Alternative versions of common-receiver GBM produce
different accuracy values in the final image when the S-
wavefield from a receiver location becomes arbitrarily com-
plex. The accuracy and efficiency of common-receiver GBM
implementations (plural) rely on the computation of integrals
in equations (3) and (4). Direct evaluation of these would re-
quire accumulating on to the migration output grid a weighted
version of the slant-stacked data Dr(ps ; r, ω) for each admissi-
ble ray pair ps , pr . Formally, this means evaluating a quadru-
ple integral in the shot and receiver ray parameters at each
beam centre location L:

Ir(x) ≈ −2C0

π

∑
L

∫
iω dω

×
∫ ∫ dps

xdps
y

pR
z

∫ ∫
dpr

xdpr
y A∗

PS(x) exp
[
iϕ∗

PS(x)
]

Dr(p
s; L, ω).

(8)

For clarity, we simplified the notation for the prod-
uct APS(x) = APS(x, ps, pr ; L) and sum ϕPS(x) = −ωTPS

(x, ps, pr ; L) of the P-wave source-side and the S-wave
receiver-side Gaussian beam complex amplitudes and phases
defined below equation (2). These quantities are computed
by ray tracing using strong TI eikonal equations (6).

Neglecting the cost of ray tracing, direct evaluation of
equation (8) involves O(Nps × Npr ) add/multiply operations,
which is affordable for 2D or narrow-azimuth 3D migra-
tion. However, for 3D wide-azimuth seafloor surveys, the
operation count increases super-linearly, quickly becoming
unacceptably high.

We can reduce the computational load of equation (8) to
O(Nps + Npr ) operations in either of two ways. In the first, we
replace the superposition of contributions from all values of pr

by an asymptotic approximation obtained from the steepest
descent evaluation of the pr -integral around an assumed sad-
dle point, located at critical value pr0. For common-receiver
GBM, this is a natural analogue to Hill’s (2001) approach
to increase the efficiency of COV migration. For 3D GBM,
it is possible to evaluate the pr -integral asymptotically by

iterating a steepest descent approximation in variables pr
x and

pr
y (Bleistein 2012), which simplifies equation (8) to

Ir(x) ≈ −2C0

π

∑
L

∫
dω

×
∫ ∫ dps

xdps
y

pR
z

W∗
PS(x; pr0) exp[iϕ∗

PS(x; pr0)] Dr(p
s ; L, ω), (9)

where pr0 is the critical value of the ray-parameter vector,
at which surfaces of the real and imaginary parts of the to-
tal source–receiver phase ϕPS(x; pr0) = −ωTPS(x, pr0), consid-
ered as real-valued functions of the complex variable pr , form
saddle shapes. Exactly at the saddle point, the real part of ϕPS

has a local maximum whereas the imaginary part has a local
minimum. The term WPS(x; pr0) is a complex weighting factor.
Equation (9) is a sub-optimal imaging formula in the presence
of significant multipathing, as we show next using an analytic
example. After that, we present an improved formula.

Figure 2a depicts a situation where strong anisotropy in
a homogeneous half-space gives rise to inflection points in the
S-wave phase velocity, causing triplication of travel times at
propagation angles of approximately 45°. (Thus, the multi-
pathing in this example is due to anisotropy not ray bending.)
For this 2D example, we compare the evaluation of full ex-
pression (8) with its approximation (9). The source wavefield
is represented by P-wave Gaussian beams radiating from loca-
tion xS = (−1000 m, 0 m), and the receiver field is represented
by S-wave beams radiating from a receiver at beam centre lo-
cation L = (+1000 m, 0 m). Figure 2a shows the P-wave (red)
source-side ps

x and S-wave (green) receiver-side pr
x ray paths,

with identical spacings in both ps
x and pr

x. The dashed lines
are P- and S-wavefronts at 1.0 second and 4.336 seconds,
respectively. Cusps in the S-wavefronts are from multiple ar-
rivals at image locations. A maximum ray angle of 90° refers
to a maximum possible S-wave ray parameter value of ps

x =
1/1800 s/m. Figure 3a maps the magnitude of the integrand
in equation (8) as a function of source-side and receiver-side
ray parameters at x = (−4500m, 6000 m), i.e., the location
of the black box in Fig. 2a. The presence of three large peaks
in Fig. 3a confirms that image point x is affected by three
receiver-side arrivals caused by the S-wave cusps. Evaluat-
ing equation (8) directly, without asymptotic approximation,
includes all the integrand contributions appearing in Fig. 3a,
resulting in the GBM impulse response in Fig. 4a. For each
value of source ray parameter ps

x, all values of pr
x contribute

to the image at each image location. On the other hand,
the steepest descent approximation in equation (9) allows
a single (dominant) pr

x-contribution to the image for each
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Converted-wave beam migration 9

Figure 2 Source- and receiver-side rays. (a) P-wave (red) and S-wave (green) rays in a homogeneous canonical VTI model, with VP0 =
4336 ms−1, VS0 = 1800 ms−1, δ = 0.0, and ε= 0.247. A maximum ray angle of 90° is related to a maximum possible value for the ray
parameter of px = 1

VS0
sm−1. Source–receiver offset is 2000 m. The dashed lines are P- and S-wavefronts at 1.0 second and 4.336 seconds,

respectively. (b) The P-wave shot point has been replaced by an S-wave source in order to illustrate the limitations of approximation (9).
Source–receiver offset has been reduced to 1000 m.

Figure 3 PS canonical example from Fig. 2a: numerical analysis for migration integral (8) evaluated at image location x = (-4500 m, 6000 m),
with velocity and anisotropy parameters identical to those in Fig. 2a. (a) Magnitude of the integrand in equation (8) computed in the shot-receiver
ray parameter domain. (b) Real (dashed line) and imaginary (solid line) parts of complex phase φPS(x) along constant VS0ps = −0.194 path
through the peak amplitudes in (a). (c) Magnitude of the integrand in equation (8) computed in the midpoint-offset ray parameter domain. (d)
Real (dashed line) and imaginary (solid line) parts of complex phase φPS(x) along constant VS0pm = −0.820 path through the peak amplitudes
in (c). The time axis in (b) and (c) is scaled by a reference frequency ωr = 2π 8 hz. The greyscale density in (b) and (c) corresponds to the
magnitude of the integrand in equation (8).

ps
x at each image location, namely, the term whose complex

phase ϕPS(x; pr0) has the minimum imaginary part over all
values of pr

x. If there were a single isolated peak in the in-
tegrand amplitude along pr

x, then steepest descent approxi-
mation (9) would be a good one. That is not the case here,
and the resulting impulse response, shown in Fig. 4b, shows
the effects of the inadequate treatment of multipathing using
equation (9).

To illustrate further, Fig. 3a refers to image location
x = (−4500 m, 6000 m). For VS0 ps

x = −0.194, the summa-
tion path over variable VS0 pr0

x (dotted line in Fig. 3a) intersects
three candidate stationary points. The minimum value of the
imaginary part of phase ϕPS(x; pr0

x ) occurs at VS0 pr0
x = −0.626

(solid blue line in Fig. 3b), at which point the value of complex
travel time is TPS(x; pr

x) = 5.061 + i0.016 (solid and dashed
blue lines in Fig. 3b). This is the only value of travel time
used in approximation (9), which neglects valid contribu-
tions from slightly smaller peaks occurring at VS0 pr

x = −0.896

and VS0 pr
x = −0.302, caused by the correlation between late-

arriving beams from the S-wave side. Values of VS0 ps
x close to

-.0194 might accumulate any one of the peak contributions to
the image at x, with similar confusion suffered at neighboring
image locations, creating harsh discontinuities and jitter in the
GBM impulse response (Fig. 4b). In general, the receiver-side
steepest descent approximation in equation (9) accumulates
only one (in this case, the most energetic) contribution from
the receiver side (Nowack, Sen, and Stoffa 2003) at any image
location, affecting the GBM impulse response with the same
sort of branch jumping that we often see with single-arrival
Kirchhoff migration.

To improve on this version of common-receiver GBM,
Gray (2005) suggested using the same computational struc-
ture that Hill (2001) uses for COV migration. Formally we
apply a midpoint-offset ray-parameter rotation pm = ps + pr

and ph = ps − pr to equation (8) to obtain an integration
in the midpoint-offset ray-parameter domain, which we
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10 L. Casasanta and S. H. Gray

Figure 4 PS GBM impulse response comparison in homogeneous VTI model: VP0 = 4336 ms−1, VS0 = 1800 ms−1, δ = 0.01, and ε= 0.247.
An 8-Hz Ricker wavelet at time 4500 ms is the input for the migration. Source and beam centre location are 2000 m apart. (a) The full numerical
evaluation of integral (8) maps all the PS-wavefront branches related to the S-wave cusps. (b) The receiver-side steepest descent approximation
(9) misses the later-arriving S-wave cusps, resulting in harsh branch jumping. (c) The offset-domain steepest descent approximation (10) recovers
the cusps missed by equation (9).

approximate by performing a steepest descent integration over
offset ray parameters, yielding

Ir(x) ≈ − C0

4π

∑
L

∫
dω

×
∫ ∫ dpm

x dpm
y

pr
z

W∗
PS(x; ph0) exp

[
iϕ∗

PS(x; ph0)
]

Dr(p
s ; L, ω). (10)

In most cases, equation (10) retains more multipath ar-
rivals than equation (9). For our 2D canonical example,
Fig. 3c shows a remapping of the magnitude of the inte-
grand in equation (7) as a function of midpoint-offset ray pa-
rameters at the same image location x = −(4500 m, 6000 m)
as before. The variable change has resulted in a 45°
counterclockwise rotation of the three large peaks from
their original aligned locations in the shot-receiver ray
parameter space (Fig. 3a) to locations with distinct values
of pm

x (Fig. 3c). For each midpoint ray parameter pm
x , steepest

descent integral (10) retains the dominant contribution from
the offset ray parameters; these contributions appear as iso-
lated saddle points, making the approximation accurate and
the migrated impulse response (Fig. 4c) reliable. For example,
the previously chosen shot-receiver minimum imaginary travel
time TPS(x; pr0

x ) = 5.061 + i0.016 peak at VS0 pso
x = −0.194

and VS0 pr0
x = −0.626 (Fig. 3b) is mapped to midpoint ray pa-

rameter location VS0 pm0
x = −0.820 for which complex phase

ϕPS(x; ph0
x ) has an isolated saddle point at VS0 ph0

x = −0.435
(Fig. 3d).

Despite its improved accuracy, approximation (10) is still
prone to error when both source- and receiver-side beams are
multivalued. To illustrate this, we complicate the canonical
example by replacing the source-side P-wave beams with an
S-wave shot point (Fig. 2b). Then we compare SS-wave GBM
integrand (Fig. 5a and b) and impulse responses (Fig. 6a and
b) from integral (8) and approximation (10). Figure 5a shows
the magnitude of the SS-wave integrand in equation (8) as a
function of the midpoint-offset ray parameters at image lo-
cation x = −(5500 m, 6000 m), i.e., the location of the black
box in Fig. 2b. As expected, three arrivals from both shot and
receiver beams combine to form a surface with nine peaks.
Six of these peaks are related to isolated saddle points, which
approximation (10) can correctly include in the final image.
However, the ph

x -integration path for VS0 pm0
x = −1.120 cuts

the integrand surface close to three candidate saddle points
(Fig. 5a); all will be used in equation (8), but only one will be
used in equation (10). Figure 5b shows that the candidate at
VS0 ph

x = +0.529 has the largest value for the integrand and
the smallest value of imaginary time. For slightly different
values of VS0 pm0

x , one of the other two candidates will be cho-
sen, leading to jumps in real travel time and causing the mild
branch jumping barely evident in the GBM impulse response
in Fig. 6b.

To summarize, the integration path along the midpoint
ray parameter pm usually captures most multiple wavefield
arrivals that are due to multipathing from either source side
or receiver side. Therefore, GBM using approximation (10)
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Converted-wave beam migration 11

Figure 5 SS-wave canonical example from Fig. 2b: numerical analysis for the migration integral (8), evaluated at image location x = (-5500
m, 6000 m), with velocity and anisotropy parameters identical to those in Fig. 2b. (a) Magnitude of the integrand in equation (8) computed
in the midpoint-offset ray parameter domain. (b) Real (dashed line) and imaginary (solid line) parts of complex phase φPS (x) along constant
VS0pm = −1.120 path through the peak amplitudes in (a). The time axis is scaled by a reference frequency ωr = 2π 8hz. The greyscale density
in (b) corresponds to the magnitude of the integrand in equation (8).

Figure 6 SS-wave GBM pre-stack impulse response comparison in homogeneous VTI model: VP0 = 4336 ms−1, VS0 = 1800 ms−1, δ =
0.01, and ε = 0.247. An 8-Hz Ricker wavelet at time 4500 ms is the input for the migration. Source and beam centre location are 1000
m apart. (a) The full numerical evaluation of integral (8) maps all nine SS-wavefront branches caused by the correlation of the three S-wave
arrivals from each of the shot and the receiver locations. (b) The offset-domain steepest descent approximation (10) misses some combination
of source- and receiver-side arrivals, resulting in a mild branch jumping.

improves accuracy over equation (9) by reducing branch
jumping, with the same algorithm operation count. An extra
cost is required to keep track of the critical receiver ray pa-
rameter pr0 for each stationary midpoint-offset pm, ph0 pair.
In the following OBN synthetic and field dataset examples,
our GBM implementation uses approximation (10).

AN OCEAN BOTTOM ACQUIS IT ION
SYNTHETIC EXAMPLE

This section describes a PS “controlled-beam migration”
(CBM) result from an OBN 2D TTI elastic synthetic dataset.
CBM is a specialized version of GBM that enhances the signal-
to-noise ratio of imaged geological structures by keeping
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12 L. Casasanta and S. H. Gray

Figure 7 OBN 2D synthetic stacked sections after PS migration, with receiver spacing of 100 m in (a and b) and 300 m in (c and d). (a and c)
Common-offset migration. (b and d) Common-receiver migration. At 300-m receiver spacing, common-receiver migration recovers the steeply
dipping deep structures better than common-offset migration.

migration operator noise low (Vinje, Roberts, and Tay-
lor 2008). Comparison between common-offset and
common-receiver imaging illustrates the advantages of
the latter when receiver spacing becomes coarse (�300
m–400 m).

The dataset consists of 170 OBN records, with nodes
at depths between 1375 m and 1837 m, and 1280 shots at
a depth of 12.5 m. Shot and receiver sampling are 12.5 m
and 100 m, respectively. The sea bottom is gently dipping
with an average dip of 1.6°, but significant subsurface struc-
ture is present (Fig. 7). The velocity model follows a com-
paction trend: VP0/VS0 = 5 at the seafloor and VP0/VS0 = 2 in

the deeper section. The TI anisotropy is partly aligned with
geologic structure and partly compaction driven. Values of
anellipticity η ≈ ε − δ range from 10% to 25%.

We applied common-offset CBM to horizontal com-
ponent records from this dataset. We also applied data
pre-processing and CBM to common-receiver gathers to com-
pare the effects of different receiver spacings on migration in
the two domains. A radial/downgoing (Amundsen 2001) de-
convolution was applied to attenuate P-wave surface-related
multiples, but residual multiple energy and other P-wave en-
ergy surviving the pre-processing were migrated, generating
cross-talk noise in the depth image.
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Converted-wave beam migration 13

Our imaging test includes two scenarios: (i) OBC-like ac-
quisition, with receivers 100 m apart from each other; and
(ii) OBN-like acquisition, in which we decimate receiver spac-
ing to 300 m. In each scenario, we compare and discuss the
imaging performance and reliability of common-offset and
common-receiver PS CBMs. All results are obtained using
S-wave beam modeling based on the eikonal equation (6)
(strong anisotropy) unless otherwise specified.

Figure 7a and b illustrates the OBC scenario; receiver
spacing is 100 m. Figure 7a shows the stacked section af-
ter common-offset CBM. The 100-m receiver spacing leads
to a natural 2D offset tile size of 200 m. Positive and neg-
ative offset planes (maximum offset is ±8000 m) were mi-
grated separately. The final stacked image results from the sum
of positive and negative stacks after approximate zero-offset
polarity reversal. In order to make all offsets equal for traces
in a given tile, we applied a kinematic offset centring by PS dif-
ferential NMO correction before slant-stacking at each beam
centre location. This has the effect of reducing kinematic jit-
ter within each offset tile; the result is a good-quality image,
even at depths just below the seafloor where illumination is
most irregular. Figure 7b was produced by common-receiver
CBM of all the 170 gathers in the dataset. The two images are
nearly equivalent, both showing good continuity and resolu-
tion with low noise for shallow reflectors and the sequence of
steep-dipping anticline flanks. The common-offset migrated
image shows slightly less migration aliasing noise than the
common-receiver migrated image because the natural spacing
within offset tiles (12.5 m) is less than the 100-m spacing of
the receivers. Other than that difference, we hypothesize that
for a normal cable receiver spacing (�100 m), either common-
offset or common-receiver migration can provide reliable PS
images. This is because the OBC scenario approaches the lim-
iting case of having the same sampling interval in midpoint
and receiver domains, in which limit both images would be
identical. Therefore, standard OBC acquisition does not re-
quire common-receiver PS migration for imaging; in fact, it
appears to favor common-offset migration.

Figure 7c and d illustrates the OBN scenario; receiver
spacing is 300 m. These images show stacked sections af-
ter common-offset CBM and common-receiver CBM, respec-
tively. In Fig. 7c, the effect of increased receiver spacing on
the PS differential NMO corrections is evident in the poor
image of the steep flanks of the anticline. In Fig. 7d, the ef-
fect of increased receiver spacing on the imaging is less than
for Fig. 7c, in agreement with our expectations for greater
accuracy of migration than NMO-based interpolation in the
presence of a complex structure.

Regardless of migration domain or receiver spacing, the
use of weak anisotropy, particularly for S-waves, can affect the
quality of focusing and positioning on the PS migrated image.
Figure 8 shows (a and b) migrated stacks and (c and d) CIGs
extracted from CBM-migrated volumes using (a and c) weak
and (b and d) strong S-wave anisotropy. The offset-domain
CIGs (ODCIGs) are sampled every 50 crosslines; they are ex-
tracted from the central part of the zoomed area marked by
the black dotted square in Fig. 7a. The white arrows pinpoint
some reflections for which weak and strong formulations of
anisotropy have resulted in different kinematics and focus-
ing of the two images. On the steep flanks, lateral displace-
ments between the two images are on the order of 100 m. (A
similar comparison of PP-migrated ODCIGs, using weak and
strong anisotropy, produced negligible differences.) Although
the weak anisotropy approximations have simpler expressions
than strong anisotropy, producing slightly more efficient com-
putations, the strong formulation is always preferable. Using
the weak anisotropy approximation produces kinematic and
focusing errors when the correct velocity fields are used; hence,
we can expect it to bias a tomographic or full-waveform in-
version whose goal is to estimate migration velocity.

F IELD DATASET EXAMPLE

Here we present and discuss imaging results from a PS depth
migration and model building project on a deep-water 4C
OBN field dataset. This prospect is located in the Cen-
tral North Sea, approximately 150 km west of the Shetland
Islands. The data were acquired in two phases using in total
1986 OBNs. Nodes were deployed on the seafloor (blue hori-
zon in Figs. 9 and 10) on a regular grid with 300-m spacing
both in crossline and inline. Guns were fired in a shot carpet
configuration with source spacing of 30 m x 30 m.

The field geology is complex, and the primary target is an
intra-basalt reservoir. The red and green horizons in Figs. 9
and 10 correspond to the top and base of the high-velocity
volcanic region, where P-wave velocity rapidly increases from
2000 m/s to nearly 4000 m/s. Between these two horizons,
a VP0/VS0 value of 2 was deduced from well matching and
event registration. Thin (�75-m thick) intra-volcanic sands
challenge the resolving power of both P-wave and PS imag-
ing. In principle, PS imaging resolution should exceed that of
P-wave imaging because of the shorter S-wavelength, but in
practice, the S-wave suffers from effects of higher absorption
and birefringence, which degrade seismic resolution at the
target level. A secondary deeper sub-basalt target reservoir
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Figure 8 OBN 2D synthetic weak (a and c) and strong (b and d) PS anisotropy migration test. (a and b) Stack and (c and d) ODCIG after
common-offset CBM migration. These images belong to the zoomed area marked by the black dotted square in Fig. 7a. ODCIGs are sampled
every 50 crosslines The white arrows highlight some reflections for which the weak anisotropy S-wave modelling fails to position and focus
accurately the steep flanks of the anticline.

benefits more from full azimuth illumination than the primary
target does.

The shallow section presents the most difficult imaging
and model building challenge. The sparse node acquisition
compromises illumination near the seafloor for both upgoing
P- and upgoing S-wavefields (Figs. 9 and 10). Three core sam-
ples estimated the S-velocity of the first consolidated layer to
be roughly 128 m/s, resulting in VP0/VS0 ≈ 12. This high ra-
tio forces S-waves to arrive at the receivers nearly vertically,
further degrading lateral resolution of the PS data in the near
surface. However, vertical resolution is exceptional. Mirror

imaging of downgoing energy reflected from the sea surface
can mitigate the near-surface imaging problems for P-waves
(Dash et al. 2009) but no such downgoing S-waves can prop-
agate in the water. (It is possible, in principle, to perform PS
mirror imaging using S–P converted waves at the seafloor, but
this requires extremely accurate and precise measurements of
seafloor VS .) For all these reasons, imaging OBN data with
widely spaced nodes is extremely challenging.

After 3C vector rotation to radial and transverse compo-
nents, we used the former for imaging. Moreover, 3D com-
mon receiver regularization, radial-down deconvolution, and
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Figure 9 4C OBN 3D field dataset. PS Kirchhoff and CBM COV gathers (a and c) and stack image (b and d) for a crossline section. The data
have been sorted in 10×10 COV tiles. CBM input COVs are single fold. The offset tile interval is 600 m x 600 m, and the maximum absolute
offset is 7.29 km. The blue line depicts the seafloor horizon. Top, middle, and base of the sequence of volcanic rocks are highlighted by the red,
yellow, and green horizons. The vertical scale in (d) is the same for all the plots, and the lateral scale in (d) is the same as in (b).

Q phase compensation were the major pre-processing steps for
the radial component. Figure 9 shows a comparison between
(a and c) PS Kirchhoff and CBM COV ODCIGs and (b and
d) stacked images for a South–North crossline section. The
data were sorted into 10 inline by 10 crossline COV volumes
before migration in order to obtain ODCIGs for PS velocity
model building. The coarse receiver spacing forces large OVTs
(600 m x 600 m). As aforementioned, large OVTs have two
separate negative effects on imaging and model building: (i) a
large range of offset vectors within each tile of nominal x- and
y-offsets; and (ii) a small number of traces (10 × 10 in this
case) in each ODCIG. The first forces extensive regularization
of the PS traces in order to build well-populated COV vol-
umes for migration, which requires all offsets and azimuths
within a COV volume to be the same. The second limits sensi-
tivity of residual moveout analysis and tomographic velocity
model updating. Testing with 5D regularization techniques
(Trad 2009) showed that, for PS data, these techniques are
least effective near the seafloor, where they are most needed.
Depending on target depth, if receiver illumination cones
overlap, PS data regularization can be effective (Casasanta
and Grion 2012). For this example, however, we relied on
a simpler regularization provided by differential PS NMO

corrections. Even though these corrections are relatively crude
for PS data, our testing showed them to be about as ef-
fective as corrections from more sophisticated regularization
methods.

At primary target level, the COV CBM image (Fig. 9d)
is more continuous than the Kirchhoff stack (Fig. 9b). Con-
versely, the Kirchhoff image preserves many of the near-
surface high-frequency and steeply dipping structures while
the CBM image suffers from lateral smearing induced by the
PS regularization we used to precondition the COVs. Much
of the Kirchhoff PS migration noise is due to interpolation
of multivalued S-wave travel times from a narrow cone of
rays on to a single-valued table on the migration grid, pro-
ducing a large number of discontinuities. Deeper, the high-
velocity basalt layer acts as a defocusing optical lens; thus,
much of the seismic energy is reflected. The penetrating ray
paths spread out rapidly within the basalt and are associated
with complicated P-wave and S-wave wavefronts, some of
them multi-branched. Below basalt, CBM outperforms stan-
dard Kirchhoff migration because of its intrinsic multi-arrival
capability. This is most evident on the dipping reflectors be-
neath the basalt layer. This comparison illustrates how PS
Kirchhoff and COV beam migration handle the trade-off
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Figure 10 4C OBN 3D field dataset. (a and c) PS CBM and P-wave RTM inlines, respectively, at the location of the white dashed line in (b
and d). (b and d) PS CBM and P-wave RTM shallow volcanic depth slices, respectively, at the depth of the white dashed line in (a and c). Both
migrations used the final velocity model obtained after completion of all the model building units. P-wave RTM stack has been time-variant
filtered in order to match the PS image spectrum. The color horizons are the same as in Fig. 9.

between image resolution and image noise for sparsely ac-
quired seafloor data.

The uplift from CBM is more evident on the ODCIGs
(Fig. 9a and c). The Kirchhoff gathers (Fig. 9a) are noisy at
target level and residual moveout is hard to distinguish from
noise at levels deeper than the target. Residual curvature to-
mographic autopickers will be prone to error when working
on such noisy gathers. On the other hand, the RMO trend on
the CBM gathers (Fig. 9c) is clearer and more easily picked,
especially above target horizon, making a tomographic up-
date using CBM picks more robust than an update based on
the Kirchhoff gathers. The CBM gathers are cleaner than the
Kirchhoff gathers for two reasons. First, the ability of beam
migration to handle multipathing results in cleaner imag-
ing overall, which is especially evident in low-fold migrated
gathers. Second, as aforementioned, CBM is designed to en-
hance structural imaging while suppressing noise. From this
comparison of migrated gathers, we expect that PS CBM will
usually facilitate tomographic PS velocity model building.

In this project, the limited range and coarse sampling
in ODCIGs residual curvature tomography provided limited
leverage for updating the velocity model. Instead, we used a
sequence of PS to P-wave image registrations to improve the
S-wave velocity model at top, middle, and base (red, yellow,

and green horizons in Fig. 10) of the sequence of volcanic
rocks. Within each registration stage, we performed migra-
tion scans to estimate velocities and anisotropy parameters;
these improved the focusing and positioning of the shallowest
seismic structures. For these, we used common-receiver CBM,
which provided clearer images than Kirchhoff migration.

As Fig. 10a shows, the shallow image from common-
receiver CBM contains more detail than the COV CBM image
(Fig. 9d), which suffers from smearing previously described.
This is because common-receiver migration, which operates
in the domain where data are best sampled, requires less data
regularization than COV migration. As a result, common-
receiver CBM preserves the original dip/azimuth richness of
OBN data, resulting in greater wavenumber detail in the image
than can be obtained with COV PS migration.

For calibration with P-wave imaging, Fig. 10 compares
common receiver PS CBM and P-wave RTM images for,
respectively, (a and c) an inline section in the southern part
of the field (white dashed line in Fig. 10b and d) and (b and
d) a depth slice near the top of the volcanic area (dashed line
in Fig. 10a and c). Both migrations used the final velocity
model obtained after completion of all the model building
units. Considering the low-frequency content of the PS data,
the P-wave RTM stack was depth-variant filtered in order to
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match the PS image spectrum. Figure 10a and c show good co-
positioning of C- and P-wave migrated horizons (red, yellow,
and green lines) determined by the registration sequence, with
greater continuity of shallow reflectors in the RTM image.
The greater evidence of acquisition footprint on the P-wave
image than on the PS-image is due to its lateral wavenumber
content, which was not affected by the depth-varying filter.

Given the complex geology and uneven PS illumination
below the nodes, horizon interpretation and consequent regis-
tration near the seafloor were prohibitively difficult. Accurate
near-surface S-wave velocity estimation and PS imaging re-
main challenges for sparsely acquired data. While the narrow
illumination provides high vertical resolution, it compromises
our ability to extend knowledge of the model laterally. On the
positive side, Fig. 10a and b show that the primary target thin
sand layer (�1.8 km from the seafloor) is well resolved on
the PS image. Moreover, detailed observation of depth slices
such as those in Fig. 10b and d show that at medium depths,
where uneven PS illumination starts healing, detailed features
in the PS image (Fig. 10b) correlate well with corresponding
features in the P-wave image (Fig. 10d). Given the large re-
ceiver spacing at the seafloor, PS lateral resolution is better
than we originally thought achievable.

CONCLUSIONS

We have investigated the use of GBM for imaging marine PS
data. We showed the modifications of P-wave GBM needed
for PS imaging, particularly the importance of using equations
(6) and (10) to account for the strong multipathing of S-waves.
The ability of GBM to handle such multipathing gives it an
advantage over conventional implementations of PS Kirchhoff
migration, which tend to produce many discontinuities in its
travel-time tables, resulting in noisy images. We also showed
some advantages of GBM over RTM, both computational (the
requirement of a fine grid for S-wave propagation and imag-
ing) and theoretical (the inability of most RTM implementa-
tions to handle strong anisotropy in S-wave propagation).

We applied two GBM methods to the migration of
PS data acquired on the seafloor, i.e., COV and common-
receiver; each has advantages and disadvantages. COV migra-
tion requires data regularization before migration, which can
be accomplished by residual PS NMO corrections for seafloor
cable data with relatively fine receiver spacing. For seafloor
node data with node spacing on the order of hundreds of
meters, PS NMO corrections are inadequate, adversely affect-
ing COV imaging at all depths. Common-receiver migration
requires no data regularization before imaging and produces

better images at all depths for node data than COV migra-
tion. On the other hand, COV migration produces ODCIGs
as a natural by-product, and common-receiver migration does
not, necessitating a velocity model building workflow that re-
lies on migration scans and C- to P-wave image registration
rather than analysing moveout on ODCIGs.

Our synthetic and field data examples illustrated the
benefits of PS GBM and the relative merits of COV and
common-receiver implementations. All examples showed that
PS imaging of data acquired at the seafloor remains challeng-
ing, and the major problem is large receiver spacing, crossline
for cable data, and both inline and crossline for node data.
This separation causes an acquisition footprint that is visible
on a migrated image. This will continue to be the case until
receiver spacing is reduced to distances on the order of an
S-wavelength at the seafloor.
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